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a b s t r a c t

The concept of water age is applied to the Columbia River estuary to investigate water renewing time
scales. Water age tracers were implemented in a three-dimensional circulation model. The model was
run for a nine month period in 2012, covering both high and low flow conditions. In the lower estuary
renewing water age ranges from roughly 20 h during high flow season (typically AprileJune) to 70 h
during lowest river discharge (typically SeptembereOctober). The age of riverine water is strongly
dependent on river discharge. Dense oceanic waters, in contrast, are always relatively young in the es-
tuary (roughly 20 h) although their age does vary with tidal range and river discharge. Compared to the
main channels, water age tends to be larger in the lateral bays throughout the simulation period; this is
especially true under low flow and neap tides conditions when water age can exceed 120 h in the bays.
During low flow conditions a strong lateral circulation pattern emerges and leads to higher water age
near Grays Bay. The maximal water age in the main channels is associated with mixed water mass
(around 6e12 psu) located in front and above the salt wedge. The circulation model results are used to
derive simple regression models that can be used to predict renewing water time scales without the need
of a circulation model.
© 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Transport time scales of water in estuaries are important for
understanding the fate of pollutants and assessing the likelihood of
microbial activity (Wolanski, 2007; Crump et al., 2004; Lucas et al.,
2009). The time scale of physical exchange of water is also one of
the characteristic parameters of estuaries (Dyer, 1973; Jay et al.,
1997; Jay et al., 2000; Valle-Levinson, 2010).

There are many methods for estimating transport time scales.
Following Zimmerman (1988) the time scales can be divided into
integrative and local time scales: Integrative time scales (henceforth
box-model time scales) apply to the estuary as a whole and yield a
scalar time scale for the entire system. They are often derived
assuming a perfect and instantaneous mixing within the estuary
volume. The simplest box model time scale is the flushing time, i.e.
TF¼V/Q. TF is based on the assumption that the entire estuary vol-
ume V is flushed by the net outward flux Q. The time scale is usually
defined as the e-folding time, i.e. time required to decrease the
concentration of initial water to 1/e of its initial value. Various box
model estimates have been derived to take into account different
Ltd. This is an open access article u
physical exchange processes (see Andutta et al., 2014, and refer-
ences therein), for example tidal exchange or estuarine circulation.

In contrast to the box model time scales, local time scales are
defined for each point in the estuary. They provide detailed infor-
mation of the past and/or future of the water masses at the said
location. In the Constituent-oriented Age and Residence time
Theory (CART, Deleersnijder et al., 2001; Delhez and Deleersnijder,
2002; Delhez et al., 2004; www.climate.be/CART) local residence
time is defined as the time that a water parcel at location (x,y,z) and
time t is going to spend in the estuary. Water age, on the other hand,
is defined as the time that a water parcel at location (x,y,z) and time
t has spent in the estuary.

Local time scales are usually computed with a numerical cir-
culation model, and yield a four dimensional (x,y,z,t) time scale
field. Residence time can be solved with an adjoint model that is
run backwards in time (Delhez et al., 2004; Zhang et al., 2010; de
Brye et al., 2012). The practical difficulty is that the adjoint model
is not often available, and integrating the equations backwards in
time may not be straightforward. Water age, on the other hand, can
be solved with a conventional forward circulation model (Delhez
and Deleersnijder, 2002). It does not however provide informa-
tion of the future fate of the water masses.

Water renewal in estuaries is controlled by the exchange of
water at the river and ocean boundaries, driven by the river
nder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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discharge and tides. Higher river discharge leads to a lower trans-
port time scale due to stronger residual seaward flow. The influence
of the ocean boundary, however, is more complex: Water renewal
depends on the strength of estuarine circulation (i.e. density-driven
bi-directional flow) and tidal dispersion processes at the ocean
boundary (Warner et al., 2010; Shen and Haas, 2004), both of which
are influenced by the tides. On the one hand, stronger tides imply
stronger mixing, which tends to decrease estuarine circulation,
leading into longer transport time scale. On the other hand,
stronger tides imply larger tidal excursion and therefore shorter
transport time scale. The balance between these competing pro-
cesses depends on the characteristics of the estuary, and in some
cases the forcing conditions.

In this work we use the water age method to study water
renewal in the Columbia river estuary. The water age method was
implemented in a hindcast circulation model that has previously
been shown to capture themain characteristic of the system (K€arn€a
et al., 2015; K€arn€a and Baptista, 2016). The simulation was carried
out for a nine month period in 2012 (February 15 to November 15),
covering both the river freshet and low flow conditions in the fall.
To obtain a system-wide estimate of the water renewal time scale,
we computed the renewing water age (RWA, de Brye et al., 2012), i.e.
the water age that does not differentiate the origin of the waters. In
addition, three specific water masses were simulated: riverine,
oceanic and plume waters. The oceanic and plume waters, both
originating from the estuary mouth, were differentiated by a
salinity threshold.

We compare simulated water age values against boxmodel time
scales. Simple regression models are used to illustrate how water
age depends on the estuary forcing conditions. These models only
depend on the river discharge and tidal range, and can therefore be
used as predictive tools in cases where running a three-
dimensional circulation model is not feasible. We also derive a
predictive regression model for the instantaneous RWA, that de-
pends on mean estuary salinity in addition to riverine discharge.
These regressionmodels are used to generate long term averages of
water age, partially relying on previous multi-annual hindcast
simulations for the Columbia River estuary (K€arn€a and Baptista,
2016).

2. Columbia River estuary

The Columbia River estuary is a mesotidal estuary characterized
by strong river discharge and distinct forcing-dependent flow re-
gimes (Hansen and Rattray, 1966; Jay and Smith, 1990; Geyer and
MacCready, 2014). The contemporary annual mean discharge is
5500 m3s�1 and spring freshet typically exceeds 10 000 m3s�1

(K€arn€a and Baptista, 2016; K€arn€a et al., 2015; Chawla et al., 2008).
The maximum daily tidal range varies from less than 1.7 me3.8 m,
and tidal currents can exceed 3 m s�1 near the mouth.

Due to strong river discharge the estuary is a rapidly flushing
system, typical residence time being of the order of days or less.
Despite the short residence time, there are several physical and
microbial processes in the estuary that depend on the spatial or
seasonal variability residence time. Such processes include the es-
tuary turbidity maxima and biogeochemical processes therein
(Prahl et al., 1998;), biogeochemical processes in the lateral bays
and marshes (Smith et al., 2015), riverine plankton blooms during
spring (Needoba et al., 2012), and estuarine Mesodinium spp.
blooms in the fall (Peterson et al., 2013). Columbia River estuary is
also subject to hypoxia and acidification during low flow season,
associated to inflow of dense low-oxygen waters from the ocean
(Roegner et al., 2011). To better understand the likelihood and
magnitude of such processes, it is important to better characterize
the temporal and spatial variability of water masses and their
transport time in the system.
The Columbia River estuary is typically classified as a moder-

ately to strongly stratified system during low flow conditions,
shifting towards a salt wedge system as flows increase (Hansen and
Rattray, 1966; Hughes and Rattray, 1980; Geyer and MacCready,
2014). Recently K€arn€a and Baptista (2016) used the Geyer and
MacCready (2014) classification scheme in conjunction with long
term hindcast simulations to identify four dominant flow regimes
that correspond to high/low river discharge and spring/neap tidal
conditions. The four regimes, illustrated in Fig. 2, are strongly
stratified (low flow, neap tides), partially mixed (low flow, spring
tides), salt wedge (high flow, neap tides) and time dependent salt
wedge (high flow, spring tides) regimes. This classification scheme
is used herein to analyze the magnitude and spatial patterns of
water age under different flow conditions.
3. Methods

3.1. Box model estimates

Following Andutta et al. (2014) the flushing time TF¼V/Q can be
generalized as:

T ¼ V
QR þ QD

; (1)

where QR and QD are the volume fluxes at the river and ocean
boundary, respectively. Different box model time scale estimates
usually differ in their definition of QD.

Using the Knudsen salt balance (Knudsen, 1900), results in
QD¼QRSE/(S0�SE), where S0 is the (constant) ocean salinity and SE,
0<SE<S0 is the mean salinity in the estuary (Andutta et al., 2014).
This choice leads into the well-known freshwater fraction time
scale,

Tfrac ¼
S0 � SE

S0

V
QR

; (2)

which can be interpreted as the renewal time scale of the fresh
water mass. While Tfrac only depends on the river discharge, it does
incorporate exchanges at the ocean boundary though the time-
dependent mean salinity SE.

Another choice is to use the salt balance by Fischer et al. (1979)
which results in (Andutta et al., 2014)

Tfi ¼
S0 � Sup

S0 � Sup þ SE

V
QR

; (3)

where Sup is the up-estuary salinity (salinity at the upstream
boundary).

The Land Ocean Interaction Coastal Zone (LOICZ, Swaney et al.,
2011) model is obtained by setting QD¼QR(S0þSE)/(S0�SE)
(Andutta et al., 2014):

TLO ¼ S0 � SE
3
2S0 � 1

2SE

V
QR

; (4)

Assuming that Sup¼0 (relevant for the Columbia river estuary)
we get

TLO < Tfrac < Tfi: (5)

We evaluate these time scales from the circulationmodel. In this
work V is taken as the long term mean volume of the estuary as
defined by the up- and downstream boundaries used for age tracers
(see Fig. 1; V¼2.1�109 m3). Value S0¼34 psu is used for the ocean
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salinity. The mean salinity SE is computed from the circulation
model outputs in the same estuary volume V.
Fig. 2. Renewing water age in the lower estuary channels plotted in the Geyer and
MacCready (2014) estuary parameter space for the simulation period. The dashed
lines separate the parameter space into the four different flow regimes. The line stands
for the state of the estuary during the simulation period, colored by the tidal maximum
RWA time series (see Fig. 3 b). The black symbols indicate the four example dates
corresponding to each flow regime.
3.2. Water age

Given awell-defined domain of interest, thewater age is defined
as the time elapsed since water parcel entered the domain (Delhez
et al., 1999; Delhez and Deleersnijder, 2002). Here we define the
domain of interest by downstream and upstream boundaries
located at the mouth of the estuary and upstream Cathlamet Bay,
respectively (thick black lines in Fig. 1). Once a water parcel enters
the domain either from the river or the continental shelf, it begins
to gain “age”; Water age is reset to zero only when the parcel hits
either of those boundaries again. Averaging the age of multiple
water parcels we can define mean age, which becomes a four
dimensional field: Themean age at location (x,y,z) and time t stands
for the time that water at that location has, on average, spent in the
estuary.

Following (Delhez et al., 1999) we compute the water age using
an Eulerian approach with a three-dimensional circulation model.
A water mass of interest (e.g., riverine water mass) is defined by a
passive indicator tracer C that follows the conventional advection-
diffusion equation:

vC
vt

þ u$VC ¼ V$ðK$VCÞ; (6)

where u is the velocity and K is the diffusivity tensor.
Initially the tracer C is set to zero in the domain. A value 1 is

prescribed at the inflow boundary associated with the water mass
(e.g., river boundary), while 0 is prescribed on all other boundaries
(ocean boundary). As the simulation progresses the concentration C
represents the volume fraction that the water mass occupies in the
estuary.

The aging of the water mass can be taken into account by the
means of an additional tracer, the age concentration a, which has
the unit of seconds. The age concentration follows a very similar
dynamic equation:

va

vt
þ u$Va ¼ V$ðK,VaÞ þ C: (7)

The only difference to (6) is the additional source term C on the
right hand side, which stands for the aging process: a grows by C
every second. Age concentration is set to zero initially and on all the
boundaries. Finally the mean age is obtained as a ratio of the two
tracers,
Fig. 1. Geospatial location of the Columbia River estuary (a), and bathymetry of the main es
boundaries used in the water age simulations. The thin black line indicates the lower estua
a ¼ a

C
: (8)

The advantage of the water age method is that it is straightfor-
ward to implement in any circulation model: typically (6) is already
implemented in the model and (7) only requires an additional
simple source term. Moreover the Eulerian approach provides a
four dimensional age field that covers the entire domain and time
span of the simulation.

Here we consider four different water masses. The first water
mass is the renewing water, CRen, defined as water that enters the
estuary from either of the boundaries. The associated age, the
renewing water age (RWA, de Brye et al., 2012), is therefore a proxy
for the system's water renewing time scale. Like any other water
mass, the concentration of renewing water is initially zero in the
estuary. The concentration reaches unity when all the initial waters
have been flushed out of the system, which can be used to estimate
tuary (b). The thick lines in (b) indicate the upstream (ocean) and downstream (river)
ry sub-region used in time series analysis.
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sufficient model spin-up time.
To investigate the fate of waters from different origins we define

three additional water masses: Riverine, oceanic, and plume water
mass. The riverine water, Cr, originates from the upstream bound-
ary and is prescribed to zero at the downstream boundary. The
oceanic (Co) and plume (Cp) waters both originate from the
downstream boundary and are marked zero at the upstream
boundary; They are differentiated by salinity: Waters that enter
from the ocean and have salinity greater that 31 psu are labeled as
oceanic water; less saline waters are labeled as plume water. This
distinction allows tracing the dense oceanic water mass that has
important and distinct properties (e.g., low dissolved oxygen). The
threshold salinity, 31 psu, was chosen based on the fact that the
deep ocean waters are close to 34 psu throughout the year and
salinity the main salt wedge in the estuary is close to 32 psu.

It is worth noting that since the riverine, oceanic and plume
water masses are mutually exclusive and their sum is always 1 at
the boundaries, it is not necessary to simulate the renewing water
mass: The concentration and age concentration of the renewing
water mass are obtained as the sum of the three individual tracers:
CRen¼CrþCoþCp and aRen¼arþaoþap (de Brye et al., 2012). The cir-
culation model is therefore embedded with six additional tracers:
three indicator and three age concentration tracers.

The simulated water age strongly depends on the location of the
up- and downstream boundaries. Moving the river boundary up-
stream, for example, provides a first-order control on the maximal
riverine water age.
3.3. Circulation model

The hydrodynamics of the Columbia River estuary was simu-
lated with the SELFE model (Zhang and Baptista, 2008). The model
domain extends from Beaver Army Terminal (85 km upstream of
the mouth, not shown) in the riverine end to some 300 km offshore
where ocean boundary conditions are imposed from a global ocean
model. The model setup is described in detail in K€arn€a et al. (2015).

The simulations were carried out between February 15 and
November 15, 2012. The indicator tracers were used to determine
sufficient model spin-up time; Most of the initial water mass is
flushed out of the estuary in roughly 7 days, and after a month the
concentration of the initial water mass is below 10�3. The analysis
is therefore carried out for the period March 15 to November 15,
covering both the high and low flow seasons (Fig. 3a).

Model skill is assessed with the root mean square error,

RMSE ¼
 
1
N

X
i¼1

N

ðyi � byiÞ2
!1

2

; (9)

normalized mean square error,

NMSE ¼ 1
s2y

1
N

X
i¼1

N

ðyi � byiÞ2; (10)

bias,

BIAS ¼ by � y; (11)

and the coefficient of determination

R2 ¼ 1�
P

iðyi � byiÞ2P
iðyi � yÞ2

(12)

where fyigNi¼1 and fbyigNi¼1 are the target and predicted time series,
respectively, and y and sy denote the mean and standard deviation
of yi, respectively.
Model skill metrics, evaluated against an extensive observation

network (Baptista et al., 2015), are presented in Table 1. Salinity and
temperature are well reproduced at JETTA near the mouth where
root mean square error is 5 psu and 2 �C, respectively. Performance
is poorer in the bottom of the North and South channel (stations
SATURN-01 and SATURN-03, respectively). The model performance
in general is similar to short-term simulations carried out with the
same mesh (K€arn€a et al., 2015), as well as a long term hindcast
simulation DB33 computed with a mesh that covers the tidal river
up to Bonneville Dam (K€arn€a and Baptista, 2016). The most sig-
nificant difference in comparison to the earlier simulations is larger
elevation bias, �0.25 m in contrast to typical values within 0.10 m.
The difference is related to the boundary condition at Beaver Army
terminal (which differs from DB33 setup) and the temporal
coverage of the simulation.

3.4. Regression analysis

Time series data sets are analyzed using both linear and expo-
nential regression models. These models are defined by functions

y ¼ axþ b; (13)

y ¼ axb; (14)

respectively, fitted to (x,y) data sets with the free parameters a,b.
The parameters are found with least-squares optimization. Prior to
the optimization all the data sets are first interpolated to the same
time stamps, using 15 min temporal resolution.

The models are trained using 10-fold cross-validation to avoid
over-fitting. The data set is divided into 10 equally sized bins, and
the regression model is build using the first nine bins and then
tested on the remaining bin. The procedure is repeated 10 times
using each bin as test bin exactly once; the reported skill metric is
the mean test skill of the 10 regression models.

We also derive a data-driven predictive model for the RWA,
inspired by the box model time scale formulas

Tpred ¼ a
S0 þ bSe
S0 þ cSe

V
QR

; (15)

where (a,b,c) are the free parameters, and Se stands for mean
salinity. This model is trained with the same least-squares
optimization.

4. Results

Due to the large amount of data it is not practical to present the
raw water age fields. We therefore focus on the temporal and
spatial variability of the water age. First, addressing the temporal
variability, the age fields are averaged over themain channels in the
lower estuary. The resulting time series are then analyzed with
respect to the forcing conditions and compared against box model
estimates. Spatial variability is addressed in Section 4.2 under each
of the four flow regimes.

4.1. Time series analysis

The indicator tracer and water age fields were averaged over a
region marked by the thin black line in Fig. 1. This region covers the
main channels of the lower estuary where bathymetry exceeds 7.0
m. It was chosen to focus the analysis on the lower estuary where
salinity intrusion, estuarine circulation and mixing of water masses
are significant.



Fig. 3. Time series of the (a) forcing variables, (b) renewing water age, (c) boxmodel estimates compared against age of riverine water, (d) age of the individual water masses and (e)
their concentrations. All water age time series are averaged over the lower estuary subregion. The pink vertical bars indicate the four example dates corresponding to each flow
regime. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 1
Simulation skill metrics for the analysis period March 15 e November 15, 2012.
Station locations are shown in Fig. 1.

Variable Station RMSE BIAS NMSE

Elevation [m] TPOIN 0.31 �0.25 0.15
Salinity [psu] JETTA 6.4 m 4.56 1.29 0.19
Salinity [psu] SATURN-01 19.5 m 12.38 �7.40 1.72
Salinity [psu] SATURN-03 13.0 m 4.99 �1.48 0.28
Temperature [�C] JETTA 6.4 m 1.38 �0.10 0.20
Temperature [�C] SATURN-01 19.5 m 2.81 1.31 1.48
Temperature [�C] SATURN-03 13.0 m 1.82 0.45 0.49
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The time series are presented in Fig. 3, together with the forcing
conditions (panel a) as well as box model estimates (panel c). The
strong dependency on river discharge is apparent in all the data
sets. The RWA ranges from roughly 20 h during the high flow
season tomaximum 70 h in the low flow season (Fig. 3b). The age of
the individual water masses shows similar dependency (Fig. 3d).
The riverine water is the oldest and shows less tidal variability.

The average concentration of each water mass is shown in
Fig. 3(e). Riverine water dominates during the high flow season.
Around August 2012 the fraction of riverine water mass starts to
decrease, compensated by significant increase in the oceanic water
fraction. The plumewatermass becomes very scarce during the low
flow season (SeptembereNovember).
The plume and oceanic water masses appear to complement

each other: During high flow conditions the mixed plume waters
(salinity less than 31 psu) frequently enter the estuary while
intrusion of dense oceanic waters tends to be more scarce. During
the low flow season, however, almost all of the waters entering
from the ocean are dense. This may have important implications on
hypoxia and acidification associated with the dense oceanic water
mass, as well as estuary-plume interactions (e.g. associated with
algal blooms in the plume, Smith et al., 2015).

4.1.1. Comparison against box model time scales
The three box model water renewal time scales are presented in

Fig. 3(c). As expected the Fischer time scale is the highest, followed
by the freshwater fraction and the LOICZ model. The age of the
riverine water falls between the LOICZ and freshwater fraction es-
timate. Fitting a linear function to (aRen,Tfrac) data results in relation,

Tfrac ¼ 1:77 aRen þ 1:74� 104 s; (16)

where aRen is the mean renewing water age in the lower estuary.
The function, illustrated in Fig. 4(a), suggests that Tfrac is almost
twice as large as RWA. Nevertheless the agreement is relatively
good: RMSE of the fit is 14 h and the coefficient of determination
R2¼0.73.



Fig. 4. Scatter plots of (a) freshwater fraction estimate Tfrac, and (b) water age predictor Tpred versus renewing water age aRen, (c) maximum daily renewing water age amax
Ren , and (d, e)

minimum daily renewing water age amin
Ren versus river discharge and tidal range. The regression model in (d, e) depends on both the river discharge and tidal range.
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In order to obtain a better predictor, we fitted the model (15) to
the data sets, resulting in

Tpred ¼ 0:57
S0 � 1:1Se
S0 � 0:75Se

V
QR

: (17)

Here Se stands for the mean salinity in the same lower estuary
subregion. This model, illustrated in Fig. 4(b), resembles the LOICZ
formulation and has RMSE 4.3 h and R2¼0.89. Therefore Tpred can be
used as a predictor in cases where running awater age simulation is
not feasible, as long the mean salinity Se can be estimated.
4.1.2. Dependency on forcing conditions
Fig. 3(b) suggests that the daily maximum RWA is inversely

correlated with the river discharge, while the minimum RWA ap-
pears to depend on both the discharge and tidal range.

To quantify these dependencies, exponential regression models
were fitted to theminimum andmaximum envelopes of RWA. Daily
minimum and maximum RWA were first computed with a sliding
24.84 h window, and the time series was further low-pass filtered
to remove tidal frequencies. The resulting time series are plotted in
Fig. 3(b) with dash-dotted and dashed lines, respectively.
In the case of the maximum RWA, the dependency on tidal

range was close to zero so river discharge was used as the only
explanatory variable, resulting in the model

amax
Ren ¼ 5:40� 107 m3 Q�0:66

R : (18)

This model, illustrated in Fig. 4(c), has RMSE 3.23 h and R2¼0.95.
This dependency indicates that the maximum RWA is associated
with the freshwater flushing through the system; maximal RWA is
roughly the time it takes for waters to travel from the upstream
boundary to the mouth, as the oceanic or plume waters tend to be
younger (Fig. 3d).

In the case of the minimum RWA both tidal range and river
discharge were used as explanatory variables:

amin
Ren ¼ 5:32� 106 m4 Q�0:38

R A�1:17
tr ; (19)

where Atr denotes the tidal range in meters. In this case
RMSE¼2.58 h and R2¼0.74. The model is illustrated in Fig. 4(d, e).
This model suggests that the tidal range has roughly similar effect



Fig. 5. Predicted long term variability of water age in the Columbia River estuary for years 2000e2014. a) Annual river discharge; b) Maximum and minimum daily water age; c)
Predicted water age; d) Low-pass filtered predicted water age. Individual years are marked with blue and red lines. The bold black line indicates the mean; gray shading indicates
mean ± standard deviation. Gray shading in (c) is omitted for clarity. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)
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on minimum RWA regardless of the river discharge condition: amin
Ren

is roughly 2.2 times higher during neap tides (Atr¼1.8 m) compared
to spring tides (Atr¼3.5 m).

In contrast to the maximum RWA, the minimum RWA is
strongly affected by the exchange near the mouth, i.e. the intrusion
of younger oceanic and plume water masses. The minimum RWA is
lower during spring tides as more young waters enter from the
shelf sea due to the larger tidal excursion. This suggests that the
Columbia River estuary is an advection dominated system; the ef-
fect of mixing and estuarine circulation on RWA is small compared
to the effect of tidal excursion.

4.1.3. Long-term variability
The regression models for amin

Ren and amax
Ren only depend on the

river discharge and tidal range, both of which can be derived from
observations. These models can therefore be used to predict vari-
ability of water age in the Columbia River estuary outside the
simulated period. Such an extrapolation is possible because the
regression models are relatively simple (therefore less prone to
overfitting) and because they were trained on a data set that covers
the typical river discharge and tidal conditions.

The predicted daily minimum and maximum water age (in the
lower channels) is presented in Fig. 5(b) for years 2000e2014.
These predictions were obtained with daily Beaver Army river
discharge data and tidal range computed form TPOIN water ele-
vations. On average, water age is smallest between April and June
due to river freshet; the daily maximum RWA is around 30e40 h.
Water age is highest (70 h on average) in September and October
when the flow through Bonneville dam is smallest (the sudden
jump in the beginning of September is caused by dam regulations).
Another maximum (up to 50 h) occurs in February and March just
before the freshet, also due to lower river discharge. Daily mini-
mum RWA, associated with the oceanic waters, varies between 10
and 20 h depending on the flow regime and tides.

Fig. 5(c) shows the predicted water age, Tpred, for the same years.
These results were computed using the same long term river



Fig. 6. Tidally and depth averaged renewing water age for the four flow regimes. Gray solid lines indicate isohalines (dark gray, 15 psu; light gray 5 psu). South Channel transect is
marked with dashed red line. These maps were created by averaging RWA over the water column and then averaging over a tidal day. In areas affected by wetting-drying the
temporal average of wet time steps was computed. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. South Channel transects of renewing water age for the four flow regimes. Location of the transect is show in Fig. 6. Each transect is plotted at higher high water.
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discharge and tidal range data as above. In addition the mean
estuarine salinity Se was extracted from a long term hindcast
simulation DB33 (K€arn€a and Baptista, 2016). Without any filtering
Tpred varies with tides. The low pass filtered Tpred (Fig. 5d) varies
between 30 and 60 h for between the high and low flow seasons,
and can be taken as a proxy for daily mean water age in the lower
estuary.



Fig. 8. Volume histogram of waters in the lower estuary channels versus salinity and renewing water age for the four flow regimes. The histograms were computed by taking all the
nodal values of the model in the lower estuary sub-region, binning the data against RWA and salinity, and averaging the histogram over a tidal day. During low flow conditions
maximal RWA coincides with brackish waters (6e12 psu); the dependency is weaker under high flow conditions when the age of freshwater dominates.

T. K€arn€a, A.M. Baptista / Estuarine, Coastal and Shelf Science 183 (2016) 249e259 257
4.2. Spatial variability under different flow regimes

To examine spatial patters of the water age fields, we chose four
characteristic tidal days (24.84 h) in each of the flow regimes
(Fig. 2). The chosen tidal days begin at: salt wedge, 2012-03-29
12:30 PST; time dependent salt wedge, 2012-04-07 08:00 PST;
strongly stratified, 2012-10-08 00:30 PST; partially mixed, 2012-10-
16 20:30 PST.
4.2.1. Horizontal variability
Fig. 6 shows maps of depth and tidally averaged RWA fields for

the flow regimes. As expected the RWA is maximal in the center of
the domain, because the age concentration is small at the vicinity of
the boundaries. The maximal RWA tends to coincide with the iso-
halines of brackish waters.

The influence of river discharge is apparent: high flow regimes
(panels a and b) show lower RWA. In the main stem of the estuary
RWA can reach approximately 30 h in the salt wedge regime, and
20 h in the time dependent salt wedge regime. During low flows,
however, tidally and depth averaged RWA can reach 75 h.

The tides have an effect on the spatial distribution of RWA. In
general RWA tends to be lower during spring tides in themain stem
of the estuary (panels b and d). As stated earlier this is related to
stronger tidal excursion.

In panel (c), however, the RWA is lower in the main channels
during neap tides. This effect is related to estuarine circulation:
Weaker tides imply weaker mixing and result in stronger estuarine
circulation and hence stronger inflow of young oceanic waters in
the bottom layer. As tidal excursion is small, however, the oceanic
waters do not travel very far upstream and this effect is confined to
the deep channels only. Lower RWA is especially clear in the flood-
dominant North Channel.
Lateral bays exhibit higher RWA in all the cases. RWA is elevated

in the lateral bays especially during neap tides when the bays are
flushed less efficiently. This is apparent in Baker Bay, Youngs Bay,
and the downstream end of Cathlamet Bay. In these regions RWA
can exceed 120 h during strongly stratified regime, while RWA in
the main estuary is roughly half of that. The higher water age may
be an important factor for various biogeochemical processes in the
lateral bays, such as the incubation of Mesodinium spp. blooms.

The area downstream of Grays Bay, however, shows increased
RWA during partially mixed regime, i.e. low flow and spring tides.
This is presumably related to strong tidally-induced lateral circu-
lation around SATURN-01 that is able to retain waters in this area.
These results suggest that the lateral circulation pattern emerges
under low flow season and tends to increase RWA in the down-
stream end of Grays Bay. The effect intensifies under spring tides.
Under high flow conditions, on the other hand, the strong river
discharge dominates and efficiently flushes waters from Grays Bay
area.
4.2.2. Vertical variability
Instantaneous RWA transects along the South Channel of the

estuary are shown in Fig. 7. RWA varies significantly in the vertical
direction as well. In all regimes themaximal RWA is located in front
and above the salt wedge, suggesting that the brackish waters are
the oldest in the estuary: the relatively dense brackish waters are
“arrested” by the salt wedge and cannot therefore be flushed
directly to the ocean.

Stratification responds to tidal forcing; it is clearly smaller dur-
ing spring tides (panels b and d) due to increasedmixing. Thewater
column is well mixed especially during high flows (panel b) when
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the circulation in the estuary is the most energetic.
The relationship between RWA and salinity is visualized with

two-dimensional histograms (Fig. 8). Maximal RWA is associated
with brackish salinities (6e12 psu) especially under low flow
conditions. Note that fresh water is abundant in the lower estuary
channels during high flow conditions (panels a and b), while there
is no freshwater under strongly stratified regime (panel c). During
high flows the maximal RWA tends to be associated with the fresh
water mass.

5. Discussion

We have presented water age simulations for the year 2012, and
extrapolated the results to estimate long-term variability for years
2000e2014. Validating water age results against observations is not
straightforward; In general simulated age results are as reliable as
the underlying circulationmodel. The skill of the present model has
been carefully validated indicating that in general it captures the
dynamics of the estuary (K€arn€a et al., 2015; K€arn€a and Baptista,
2016). The model results may be less reliable in upstream por-
tions of the lateral bays: First, the wetting-drying method used in
SELFE may lead to spurious tracer values in the intertidal regions.
Second, due to lack of observational data, the lateral bays do not
have any freshwater input which may lead to unrealistically high
water age. Based on our simulations, however, these effects in the
shallow regions do not deteriorate water age results in the main
channels because of their small volumetric contribution.

The model results suggest that lateral circulation has a strong
impact on the water age in the estuary. First, waters in lateral bays
tend to be older compared to the main channels regardless of the
flow regime. Consequently RWA in Baker Bay, Youngs Bay, and the
downstream end of Cathlamet Bay is high, and may exceed 120 h
under low flow and neap tide conditions. Second, under low flow
conditions a strong residual lateral circulation pattern emerges
around the SATURN-01 station where the ebbing currents shift
from the South to the North channel, effectively preventing waters
from Grays Bay from flushing out; This local retention feature is
stronger during spring tides. The fact that water age is elevated in
the lateral bays, may be important for microbiology: These areas
may provide a safe haven for biogeochemical activity in otherwise
fast-flushing system.

The spatial distribution of RWA suggests that residence time is
largest in the brackish water mass. Saline waters tend to be young,
their age being controlled by the tides and river discharge that drive
salinity intrusion. The age of the fresh water mass, on the other
hand, is largely determined by the river discharge. In the lower
estuary these end-member waters mix into the brackish water
mass, which tends to be older as it is arrested in front of the salt
wedge.

The location of maximal water age in the channels coincides
with areas of the estuarine turbidity maxima (ETM) in the system
(Gelfenbaum, 1983; Jay and Musiak, 1994; Small and Prahl, 2004).
Although we did not consider the age of suspended particulate
matter in this work, it is possible that microbial organisms in this
region benefit from the higher residence time; it is also likely that
the age of particulate matter is even more elevated, further
increasing the residence time of particle attached microbes.

6. Conclusions

Water age simulation was carried out for the Columbia River
estuary for the year 2012. The renewing water age (RWA) is mostly
controlled by river discharge; it ranges from roughly 20 h during
high flow season (typically MayeJune) to 70 h during lowest river
discharge (typically SeptembereOctober). Tidal range affects RWA
to lesser extent. The estuary is largely occupied with riverine water
but intrusion of dense oceanic waters is significant during low river
discharge season. Tidal range has a strong impact on the age of the
dense oceanic waters, which ranges from 10 h (during high flow
and spring tides) to 50 h (low flow and neap tides).

RWA is also strongly dependent on lateral circulation: RWA is
higher in lateral bays where circulation is weaker, especially during
neap tides, or in areas with strong lateral circulation (Grays Bay
during low river discharge). In the main stem of the estuary the
highest RWA occurs in the brackish salinity ranges (roughly
6e12 psu).

Simple regression models were derived for predicting the daily
minimum and maximum RWA, based on river discharge and tidal
range. As the input variables can be derived from observations,
these models can serve as predictor tools in cases when running a
three-dimensional circulation model is not feasible. These pre-
dictors were used to estimate long term variability of water age,
shown in Fig. 5.
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